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#### Abstract

The collinearity testing problem is a basic question in computational geometry: given a set $P$ of $n$ points in the plane, we are asked to determine whether $P$ contains a collinear triple. We present a self-reduction for this problem, in the real-RAM model, that can be used to decrease the space complexity of collinearity testing algorithms. As a result, collinearity testing can be performed in $O\left(n^{2}\right)$ expected time using only $O\left(n^{1 / 2}\right)$ working storage.


## Introduction

Let $P$ be a set of $n$ points in the plane. The collinearity testing problem is to determine whether there exists a collinear triple ( $a, b, c$ ) of (distinct) points in $P$. This classical problem in computational geometry is 3 Sum-hard, i.e., at least as hard as the 3 Sum problem [10], in which $N$ is a set of $n$ real numbers, and we want to determine whether there exist a triple ( $x, y, z$ ) of numbers in $N$ that add up to zero.

The 3sum problem itself, conjectured for a long time to require $\Omega\left(n^{2}\right)$ time, was shown by Grønlund and Pettie [12] (with further improvements by Chan [4) to be solvable in very slightly subquadratic time in the real-RAM model (also known as the uniform model). Moreover, in the linear decision-tree model, in which we only count linear sign tests involving the input point coordinates (and do not allow any other operation to access the input explicitly), Grønlund and Pettie improved the running time to nearly $O\left(n^{3 / 2}\right)$ (see also 9, 11] for subsequent slight speedups). This was drastically further improved (still in the linear decision-tree model) to $O\left(n \log ^{2} n\right)$ time by Kane et al. [13]. In contrast, no subquadratic algorithm is known for the collinearity testing problem, neither in the standard real-RAM model nor in the decision-tree model; see [2,3] for a discussion. Very recently, several input-restricted variants of collinearity testing were solved in subquadratic time, both in the decision-tree model and the RAM model [1-4]. However, a subquadratic solution to the unrestricted case still remains elusive.

In this paper we study collinearity testing with small working storage. This has been motivated by the work of Lincoln et al. [14, who have applied a simpler technique to reduce the working storage for the $k$-SUM problem (in which we want to determine whether a set $N$ of real numbers contains a $k$-tuple of numbers that sum to zero), using a self-reduction mechanism. That is, given an algorithm for $k$-SUM, Lincoln et al. showed how to replace it by a different algorithm that uses, under suitable assumptions, smaller working storage and the same asymptotic running time. We obtain a similar self-reduction for the harder collinearity testing problem. Concretely, given a base algorithm for collinearity testing with running time $T(n)$ and working storage $S(n)$, we can construct another algorithm for the same problem with $O\left(r^{2}(n+T(n / r))\right)$ expected running time

[^0]and $O(r+n / r)+S(n / r)$ working storage, for any $1 \leq r \leq n$. The reduction is obtained by a cutting-based decomposition of the problem into subproblems of smaller size and applying the base algorithm to each of them. Since the subproblems are solved one by one, we only need working storage for just one subproblem, plus the bookkeeping cost of constructing and maintaining the decomposition. Controlling the bookkeeping costs is a significant feature of our self-reduction.

As a consequence, collinearity testing can be solved in $O\left(n^{2}\right)$ expected time and $O\left(n^{1 / 2}\right)$ working storage. These bounds resemble the bounds obtained in [14 for the considerably simpler 3sum and $k$-SUM problems.

## Collinearity testing with small working storage

Our self-reduction mechanism uses several classical tools from computational geometry, such as cuttings, geometric duality, arrangements of lines, and the zone theorem; see, e.g., 8$]$.

The input consists of a set $P$ on $n$ points in the plane. Denote by $T_{0}(n)$ and $S_{0}(n)$ the respective running time and working storage of the base algorithm $A$. Let $L$ be the set of the lines dual to the points of $P$, obtained by a standard point-line duality transformation [8, Chapter 8]. From properties of point-line duality, a collinear triple of points of $P$ in the primal plane corresponds to a concurrent triple of lines of $L$ in the dual plane, and we consider in what follows the latter problem. Our algorithm is based on $(1 / r)$-cuttings [5], and is conceptually simple.
Constructing the cutting with small working storage. Let $1 \leq r \leq n$ be an integer parameter to be fixed shortly. We construct a $(1 / r)$-cutting $\Xi(L)$ for the lines in $L$. This is a decomposition of the plane into $O\left(r^{2}\right)$ pairwise openly disjoint triangles, so that each triangle is crossed by at most $n / r$ lines of $L$. We present a concrete way of implementing (the randomized version of) Chazelle and Friedman's algorithm [5] for constructing such a cutting, which uses small working storage.

We take a random sample $R$ of $c r$ lines of $L$, for a sufficiently large constant $c>0$, construct the arrangement $\mathcal{A}(R)$ of $R$ (see below for our space-efficient way of constructing $\mathcal{A}(R)$ ), and triangulate its cells by connecting the leftmost vertex of each cell to all the other non-adjacent vertices (handling unbounded cells requires some easy and standard modifications). The overall number of these triangles is $O\left(r^{2}\right)$, and by the random sampling theory of Clarkson and Shor [6,7, with constant probability, the interior of each such triangle $\Delta$ intersects at most $O\left(\frac{n}{r} \log r\right)$ lines of $L$. The set $L_{\Delta}$ of lines intersecting the interior of $\Delta$ is the conflict list of $\Delta$. (Handling lines that meet $\Delta$ only at its boundary is simple and standard.) This completes the first stage of the construction of [5].

In the second stage we iterate over the triangular cells. For each cell $\Delta$, we count, by brute force and with no extra working storage, how many lines of $L$ it intersects. If this number is at most $n / r$, $\Delta$ is a cell of the final cutting. Otherwise, this number is $t n / r$, for some real number $t>1$. We then sample $c t \log t$ lines ${ }^{1}$ from the conflict list $L_{\Delta}$ of $\Delta$, where $c$ is the same constant defined above. We have already computed $\left|L_{\Delta}\right|$. If $\left|L_{\Delta}\right|>n / r$, we put $t=\left|L_{\Delta}\right| /(n / r)$. Next, for each line $\ell$ of $L$, we test whether it crosses $\Delta$ and, if so, add $\ell$ to a secondary sample $T$, with probability $(c t \log t) /\left|L_{\Delta}\right|$. We then construct $\mathcal{A}(T)$, clip it to within $\Delta$, and triangulate each resulting cell, using the leftmostvertex triangulation scheme as above. Again, the theory of Clarkson and Shor [6, 7] implies that, with constant probability, each resulting triangle is crossed by at most $n / r$ lines of $L$. According to the analysis of [5], with constant probability, the overall number of the resulting triangles is still $O\left(r^{2}\right)$, and each is crossed by at most $n / r$ lines of $L$. The resulting collection of these triangles is the desired $(1 / r)$-cutting. (If the above properties do not hold, we abort the current construction

[^1]and start a new one; in an expected constant number of trials we will obtain a cutting with the desired properties.)

This decomposition yields a divide-and-conquer mechanism for collinearity testing, where at each cell $\Delta$ we solve a subproblem of size $n / r$. That is, we apply the (dual) base algorithm $A$ to the lines of $L_{\Delta}$. If the algorithm $A$ succeeds for any cell $\Delta$, we report success. Otherwise, we report that $P$ has no collinear triple. (Handling concurrent triples of lines meeting on $\partial \Delta$ is fairly standard.)

Ensuring small working storage. The standard implementation of this algorithm constructs the entire cutting, using two rounds of sampling as just described, and stores the conflict lists of the cells. We cannot afford to do any of these: The overall size of the conflict lists is $O(n r)$, which is way too large for our goal, but even the size of the cutting, which is $O\left(r^{2}\right)$, turns out to be too large. To overcome these issues, we do not construct and store explicitly the full cutting, but compute it in an incremental manner, so as to use less storage. To do so, consider the primary sampling stage, and let $R$ be the random sample that the algorithm chooses; recall that $|R|=c r$. We construct $\mathcal{A}(R)$ using a line-sweep procedure. The working storage used by line sweeping consists of the storage used by the $y$-structure (the search tree along the sweepline $\lambda$ ) and the storage used by the event queue. The former storage, for $c r$ lines, is clearly $O(r)$, and the latter storage is also $O(r)$ if we use the variant where the event queue only stores future intersections of pairs of lines that are currently consecutive along $\lambda$.

During the sweep we maintain all the faces of $\mathcal{A}(R)$ that $\lambda$ crosses. Assuming general position of the lines of $R$, at each vertex $v$ that the sweep encounters, one face of $\mathcal{A}(R)$ ends, one face begins, one face starts a new edge on its top boundary, and one face starts a new edge on its bottom boundary. (If we detect a vertex of degree $\geq 3$, we terminate the algorithm right away, as such a concurrency implies collinearity among the points dual to the lines of $R$.) By the zone theorem [8], the total complexity of all the faces that $\lambda$ crosses is $O(r)$. When a face $\varphi$ of $\mathcal{A}(R)$ ends, we triangulate it by chords drawn from its leftmost vertex, and then process these triangles one at a time. (Special, albeit simple and standard, handling of the unbounded faces is needed.)

Let $\Delta$ be one of these triangles. We compute the size $\left|L_{\Delta}\right|$ of the conflict list $L_{\Delta}$ of $\Delta$ by brute force. If $\left|L_{\Delta}\right| \leq n / r$, we construct the list itself, and run the base algorithm $A$ on (the set of points dual to) $L_{\Delta}$. If $\left|L_{\Delta}\right|=t n / r$, for some $t>1$, we construct a secondary sample $R_{\Delta}$ of $c t \log t$ lines of $L_{\Delta}$, in expectation, using the mechanism described above. (A technical issue that arises here is that $t$ could be large, that is, $t \gg r / \log r$, which would then make the working storage too large. However, as shown in [5], the probability of obtaining a cell with a large value of $t$ is exponentially small in $t$, which allows us to assume that this does not happen, and that we always have $t=O(r / \log r)$, for otherwise we simply scrap the sample and try a new one, as above.) We then construct the arrangement $\mathcal{A}\left(R_{\Delta}\right)$ using the same line-sweeping machinery, but clip each triangle that we obtain to within $\Delta$, and run the base algorithm on each of these triangles. This implies that the working storage is $O(r)$ (for maintaining the various samples, and for carrying out the sweep) plus $O(n / r)$ (for maintaining a single conflict list), plus $S_{0}(n / r)$, the working storage used by the base algorithm.

We repeat this procedure at each vertex that the primary or secondary sweeps encounter, and terminate as soon as the base algorithm detects a collinear triple. Otherwise, if we fail in all cells of the cutting, we report that $P$ has no collinear triple. In the full version we provide the remaining details of the analysis, which show that the resulting self-reduction does have the performance bounds stated in the introduction. That is:

Theorem 2.1 (a) Suppose that collinearity testing on a set of $n$ points in the plane can be solved in time $T(n)$ and working storage $S(n)$. Then it can also be solved in expected time $O\left(r^{2}(n+T(n / r))\right)$ and working storage $O(r+n / r)+S(n / r)$, for any integer $r$ with $1 \leq r \leq n$. (b) Consequently, collinearity testing on a set of $n$ points in the plane can be solved in randomized expected time $O\left(n^{2}\right)$ and working storage $O\left(n^{1 / 2}\right)$.

Part (b) is obtained by two applications of part (a), both with $r=n^{1 / 2}$, where the base algorithm in the first round is the classical collinearity-testing algorithm, and in the second round it is the algorithm obtained in the first round. See the full version for details, as well as an extension of our algorithm to higher dimensions.
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